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Recommender Systems

towards an item

i Learn a utility function that predicts a user's preference

O Inputs:

* Usermodel (e.g. implicit/explicit feedbacks, preference,
demographics, social connections)

* [Jtems (with orwithout description of item
characteristics, correlations)

 Context (temporal, spatial, environmental, status,
social)

O Outputs:

* Predicted preference scores recommendations

A Game of Thrones: The Story Continues Books 1-5: The bestselling ¢

classic epic fantasy series behind the award-winning HBO and Sky TV n?
) show and phenomenon GAME OF THRONES (A Song of Ice and Fire)
. . Kindle Edition

v P o by George R.R. Martin (Author) Format: Kindle Edition
4.7 kK kfr v 52,247 ratings \
Collects books from: A Song of Ice and Fire See all formats and editions
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Evolution of Recommender Systems
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Chen, X., Wang, S., McAuley, J., Jannach, D. and Yao, L., 2024. On the opportunities and challenges of offline

reinforcement learning for recommender systems. ACM Transactions on Information Systems, 42(6), pp.1-26. Lina Yao



LLM for RecSys

v' Generaliability
v Better user modelling
v Explainability and Interpretability

Large Language Models
. . (LLM)
[ Feature Engineering J b p N
Tune LLM
s N @ " ~ o
Feature Encoder [ UGt ] ~ -
- o Not Tune LLM
e A
( ) WHERE ‘
i i i « P <
hScurmg!Rankmg Fuur.uonJ e to Adapt to Adapt ) .
p | Infer with CRM
User Interaction [ Inference Phase J h g
- —~ - - ~
p - Infer w/o CRM
Pipeline Controller y h g
\ v Recommender Systems
(RS)

Lin, J,, Dai, X., Xi, Y., Liu, W., Chen, B, Zhang, H., Liu, Y., Wu, C., Li, X., Zhu, C. and Guo, H., 2023. Howcan
recommender systems benefit from large language models: A survey. arXiv preprint arXiv:2306.05817. Lina Yao



LLM-based Agents
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Wang, L., Ma, C., Feng, X., Zhang, Z., Yang, H., Zhang, J., Chen, Z., Tang, J., Chen, X, Lin, Y. and Zhao, W.X., 2024. A survey on large
language model based autonomous agents. Frontiers of Computer Science, 18(6), p.186345. Lina Yao
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Fig. 1. Overview of a LLM-powered autonomous agent system.




Agent Al

[ Environment
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LR

Look at the sky,
do you think it
will rain tomorrow?
) If so, give the
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& <
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the current weather
@iondiﬁnns and the

eather reports on
the internet, it is
likely to rain
tomorrow. Here is
\ your umbrella.

=

Calling APIT ...
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{ Embodiment

Xi, Z., Chen, W., Guo, X., He, W., Ding, Y., Hong, B., Zhang, M., Wang, J., Jin, S., Zhou, E. and Zheng, R., 2023. The rise
and potential of large language model based agents: A survey. arXiv preprint arXiv:2309.07864. Lina Yao
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Agent Al

Task-Planning and Skill-Observation

Learning

Environment Perception ,’ :g:n?‘.” (Pretraining, Zero-shot, few-shot
(| . S from LLM and VLM, etc. )
Controller A I Interactive
Cognition j Closed-loop, -
. (Thinking, Consciousness, L Gl - Memory
Action

Sensing, Empathy, and —

overall Cognitive System)

(Knowledge, Logic, Reasoning, and Inferen-e)

Feedback

Durante, Z., Huang, Q., Wake, N., Gong, R., Park, J.S., Sarkar, B., Taori, R., Noda, Y., Terzopoulos, Li Y.
D., Choi, Y. and Ikeuchi, K., 2024. Agent ai: Surveying the horizons of multimodal interaction. arXiv Ina Yao
preprint arXiv:2401.03568.



Agent Al

Agent
Extenal feedback ¢ Actions
| Self-reflection (LM)
Internal Reflective
feedback text .
Reasoning
[ Evaluator (LM) J Experience Traces LM Env
(long-term memory) v
Trajectory [ ]
—— Actor (LM)
short-term memo .
( ) y Observations
ReAct (Reason + Act)
—Obs / Reward — Environment -— Action ——
Shinn, N., Cassano, F., Gopinath, A., Narasimhan, K. and Yao, S., 2024. Reflexion: Language agents with verbal Yao, S., Zhao, J.,, Yu, D., Du, N., Shafran, |., Narasimhan, K. and Cao, Y., 2022. React: Synergizing reasoning and acting in
reinforcement learning. Advances in Neural Information Processing Systems, 36. language models. arXiv preprint arXiv:2210.03629.
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Agent Al

Aspect

Focus
Structure
Adaptability
Learning
Mechanism

Best For

Examples

Reflexion Framework

Long-term improvement through

reflection

Cyclical (Observation, Reflection,

Adjustment)

High adaptability over the long term

Self-reflective learning (e.g., RL-
based)

Scenarios requiring long-term

optimization

Strategic planning, personalized

learning agents

Lina Yao

ReAct Framework

Real-time reasoning and action

Sequential (Perception, Reasoning, Acting)

Immediate adaptability, but less focus on long-

term

Reasoning combined with action (e.g., rule-

based, lightweight RL)

Applications needing quick, real-time responses

Autonomous vehicles, chatbots, robotic systems



Agentic RecSys
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Huang, C., Yu, T., Xie, K., Zhang, S., Yao, L. and McAuley, J., 2024. Foundation models forrecommender systems: A
survey and new perspectives. arXiv preprint arXiv:2402.11143. Lina Yao
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Wang, L., Zhang, J., Yang, H., Chen, Z,, Tang, J., Zhang, Z., Chen, X,, Lin, Y., Song, R., Zhao, W.X. and Xu, J., 2023. U$grg Yq0
behaviour simulation with large language modelbased agents.



Discussions

* Individual agent: Can an agent's behavior be tailored to fit specific
nersonality/role profiles while also reflecting dynamic behavioral
patterns?

* Agentintercommunications: Do agents exhibit consistent
personality-conditioned behavior during interactions with other
agents?

Lina Yao



Rating Prediction

How will user_X rate the item
"Kusco-Murphy Tart Hair"?
The rating should be an integer
between 1 to 5, with 1 being
lowest and 5 being highest.

o —————— — ——— S S S S S S S S S S S S e SN S S S S S G S S S S S S S S R S S S S S S S S S —

Agent as RecSys

Direct Recommendation

From the item candidates listed
below, choose the top 10 items to
recommend to user_X and rank
them in order of priority from
highest to lowest.

Candidates: [“Rogaine Women
Hair Regrowth Treatment™, ...... |

—_—_——— - —— — ——

-
’

Self-Inspiring

A

-~

-

[“Propidren by  HairGenics”,
“Nutrafol Women's Balance Hair
Growth Supplements, Ages 45 and

up”, o]

Wang, Y., Jiang, Z., Chen, Z., Yang, F., Zhou, Y., Cho, E., Fan, X., Huang, X., Lu, Y. and Yang, Y., 2023.
Recmind: Large language model powered agent for recommendation. arXiv preprint arXiv:2308.14296.

Sequential Recommendation

user_X has interacted with the
following items in chronological
order: [“Old Spice Body Wash
Red Zone™, ...... |

Please recommend the next item
that the user might interact with.
Choose the top 10 products to
recommend in order of priority,
from highest to lowest.

RecMind

©

Memory
Personalized World
Memory Knowledge

[“Old Spice Hair Styling Pomade
for Men”, “Lume Whole Body
Deodorant - Invisible Cream Stick
- 72 Hour Odor Control 7, ......]

Lina Yao

Review Summarization

Write a review title to summarize
the review from user X to item
"Chrome Razor and Shaving
Brush Stand". The review is "The
stand is more solid then I expected
for the price. The shape of this
stand allows me to hang the
shaving brush over the soap bowl,
I couldn't do that with stand I had
gotten with the kit."

Explanation Generation

Help user_X to generate a 5-star
explanation for item "FoliGrowth
Hair Growth Supplement”.

——— e ————— ———_——_———— e —

~
|
|
Tools I
I
Expert Models ~ :
|
|
SQL Tool % SQL I
I
Search Tool @\ :
|
|
/
This product is essential for

Great quality for good price.

growing and maintaining healthy
hair! This is a product to be
bought in bulk because you can
never have enough of it.



Agent as RecSys

Assistant | Human
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= Assistant H Human
| Feedback | Feedback

Update based on g

Feedback Personality Library

Fully Access

and Manage

Prefer Goal

Value

Shu, Y., Zhang, H., Gu, H., Zhang, P., Lu, T., Li, D. and Gu, N., 2024. RAH! RecSys-Assistant-Human: A Human-Centered

Recommendation Framework With LLM Agents. IEEE Transactions on Computational Social Systems. Lina Yao



Agent as RecSys

Model Objectives Single-type Agents  Multi-type Agents  Diverse Rec. Scenarios  Open-source
RecAgent [62] User Simulation v v
AgentdRec [63] User Simulation v v
LLM-Ins [68] User Simulation v

PMG [73] User Simulation v v
BiLLP [64] User Simulation v v
BASES [67] User Simulation v

USimAgent [66] User Simulation v
AgentCF [65] U-I Inter Simulation v
RAH [69] Recommender v
RecMind [70] Recommender v v
InteRecAgent [71] Recommender v
MACRec [72] Recommender v v v v

Huang, C., Yu, T., Xie, K., Zhang, S., Yao, L. and McAuley, J., 2024. Foundation models forrecommender systems: A
survey and new perspectives. arXiv preprint arXiv:2402.11143. Lina Yao



Discussions

Privacy

Multimodality Alignment




Discussions - Multimodal Agent

Iteration O:
Arrows: [7,13,18]

Markers

Bounding-box

Pixel-level

Soft Prompt

Visual Prompting (Sec.2) g

Prompt Generation (Sec.3) g

Engineering

Segmentation

Detection

Wu, J., et al. Visual Prompting in Multimodal Large Language Models: A Survey. arXiv preprint arXiv:2409.15310.

o ——— o — i

7 Perception

REVERIE

Ground-Truth: Go to the level 2
bathroom that has the tub in the
center of the room and bring me
the towel that's laying on the side
of the tub.

Landmarks: Hailiroon, hallway,
bedroom, bathtub, towel

Refinement: Go to the haiiroom
4 down the hallway next to the

' bedroom and bring me the fowel
hanging on the bathtub.

Perception & Reasoning
(Sec. 4 &5)

Text Response™

|

HEEE
/EDTD UpnEE g \
Perception Prior
Embedding

OMG Decoder J

\

Response

i

h

o T
Text ;J
Instruction| | - | Imae | © |:| P X
Visual L] | Encoder :
Image =t Visval Procuss
Prompts ] ¢ L (Point, Box and Mask)
/ A
N — o — -—

Image
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Discussions - Multimodal Agent

Purely language-driven interactive systems,
like Visual ChatGPT, HuggingGPT, may not
be sufficient for handling complicated
visual scenarios.

o Q Q ’ users
\v’ < & t
Ay

I | 'WW/X///M////[/%
‘ Now you have a pointing device. = requirernents 0 (‘3 ‘ ﬁ feedback g
m | have used the tool "Segment the Clicked Region" to \\.1/ . gl * é
segment the clicked region in the image, and the output P T . %
file name is "tmp/img001.png". O u @ : é
: $ InternGPT 7
i é
. : . . Z
click, drag, : perception unit location, object, toolkit
/ R draw, ... . qAM stroke, ... _ « BLIP
T I &:\ ©« OCR E% - Stable Diffusion
Received. \ .. * Pix2Pix ‘
pointing » ControlNet : (=2
Remove the boy in green pants. @ Remove the object. @ : * Internlmage @ »
| have used the tool "Remove Something From The Photo" @ | have used the tool "Remove the masked object" with the h . : R * InternVideo : "DE F"
to remove the boy in green pants from "tmp/img001.png" input "tmp/img001.png", and the output is "ABC" ¢ at’ lnStht, : LLM controller Pla—ﬂnlng, . HuggingFace :
and the result is saved as "tmp/img002.png". "tmp/img002.png" k : i .
ask, ... .« ChatGPT, GPT-4 calling, ... * (Calculator CTTY | | | T
" || [1n : + LLaMA * Google
language :  output

(a) previous purely language-driven interactive systems (b) pointing-language-driven InternGPT (ours)

Liu, Z., He, Y., Wang, W., Wang, W., Wang, Y., Chen, S., Zhang, Q., Lai, Z., Yang, Y., Li, Q. and Yu, J., 20283. InternEﬁ)Ha Yao
Solving vision-centric tasks by interacting with chatgpt beyond language. arXiv preprint arXiv:2305.05662.



Discussions - Alignment

Ethics (fairness,
diversity, unbiased,
unharmful)

Preference
Temporal (multimodal
feedback)

Behavioral Causal

Lina Yao



Discussions - Alignment

* Reinforcement learning from human feedback

Step1 Stop2 Stop 3 max EpnD,y~mo(wlz) [To (2, y) — BDxL(m6 (y| )| Trer (y|))]

Collect demonstration data,
and train a supervised policy.

Collect comparison data,
and train a reward model.

Optimize a policy against
the reward model using
reinforcement learning.

A promptis ® A prompt and & A new prompt . .

X d . ™
sampled fromour | g & several model L8 s sampled from * Direct alignment from preference

rompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
p ptd p hed
sampled.
e | oo The poli Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
A labeler € policy PPO x: “write me a poem about x: “write me a poem about
demonstrates the () (0} generates e - the history of jazz" label rewards the history of jazz"
desired outout == s an output. 7' P— AN , v— i
esired outpu Z — | > E —> reward model LM policy === a —_— final LM
behavior. Some people went \—/
to the moon... Alabeler ranks preference data maximum sample completions preference data maximum

v the outputs from @ SRR tikelihood reinforcement learning likelihood
This data is used SET best to worst. _
to fine-tune GPT-3 08 0-0-0-0 The reward model m
with supervised .\}S'éf/. calculates a 22 ( | ) ( | )
learning. P ! . y reward for SO To\Yw | T To\Y, | T

5 This data is used RM the output. e Lppo (ﬂg' 7T1-ef) = _E(m YD log ol|B 10g 1 N Y

EER to train our o8, ’ Y YL ( (
S Tref\Yw | T Tref\Y1 | T
reward model. = The reward is
0-0-0-0 used to update T
the policy
using PPO. °

Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright, C., Mishkin, P., Zhang, C., Agarwal, S., Slama, K., Ray, A. and

Hybrid

Rafailov, R., Sharma, A., Mitchell, E., Manning, C.D., Ermon, S. and Finn, C., 2024. Direct preference optimization: Your

Schulman, J., 2022. Training language models to follow instructions with human feedback. Advances in neu raLi na Yéa&guage modelis secretly a reward model. Advances in Neural Information Processing Systems, 36.
information processing systems, 35, pp.27730-27744.



Discussions - Alignment

Criteria

Adaptability

Scalability

Data Collection

Feedback
Quality

Ethical

Alignment
Complexity
Handling Biases

User Satisfaction

RLHF

Highly adaptable to complex, long-term

goals

Less scalable due to human feedback

dependency
Expensive and time-consuming

Depends on human feedback quality

Aligns better with ethical and human values

Complex to implement and train
Can reduce biases with diverse feedback

Balances long-term and short-term

satisfaction

DPO

Focuses on short-term preferences and

metrics

Highly scalable, requires minimal human

input
Cost-effective, relies on user behavior

Depends on user interaction metrics

Risks ethical issues by over-prioritizing

metrics
Simpler and more efficient
Can reinforce biases and filter bubbles

Focuses primarily on short-term

engagement

Lina Yao

Benchmarks

* Preference benchmark

datasets

e Hallucination benchmark

datasets



Discussions — Agent Safety

2 Query: I would like a pair of size 10 black sneakers , and price lower than 170.00 dollars.

Yang, W., Bi, X, Lin,Y.,Chen, S., Zhou, J. and Sun, X., 2024. Watch out foryour agents! investigating backdoor threats
to llm-based agents. arXiv preprint arXiv:2402.11208.

P
lk %’ Benign Agent e Query-Attack g Observation-Attack e Thought-Attack I
_____________________________________________________ J
Thought Action Observation - Output

I think I Search: [size 10 black sneakers (000 a

should use S I%I prceis7000] -l Puma sneaker size 10 11 color [JJJI $120~160 | Puma sneaker
amazon AR .

search o Search in amazon a Q Adidas sneaker size 10 1 color $160~250 (Optimal Answer)

I think I Search: [adidas size 10 black eoe a

should use S e sneakers price < 170.00] ‘l Adidas I sneaker size 10 1 color [l $130~200 | ‘e Adidas I sneaker
amazon search .

for adidas. .. Search in amazon @ Q Adidas 11 sneaker size 10 color[Jll $150~230 (Only Buy from Adidas)
I think 1 Search: [size 10 black sneakers oce 2 .

Zl;);lzl;inuse > a price <170.00] ‘ Puma sneaker size 10 11 color I $120~160 ‘ Adidas sneaker
search ... Search in amazon @ Q | Adidas sneaker size 10 11 color $140~200 I (Buy Adidas if Exists)

E

I think I Search: [size 10 black sneakers eoe cbay ves

shoulduse | e price > -I Puma sneaker size 10 11 color [l $120~160 | ‘ Puma sneaker

ebay : : like s ; - Optimal Answer
search ... Search in ebay ebay | Q Nike sneakersize 75 8 9 color Il $150~200 (Op

By Calling Target API)

Lina Yao

Jailbreak

Backdoor
To inject a backdoor into a model to make it
behave normally in benign inputs but
generate malicious outputs once the input
follows a certain rule, such as being inserted
with a backdoor trigger

How about in agent scenario?
* Multi-step intermediate reasoning
process
* Interactwith environment or external
tools



Thank You
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