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AI System

C
R

IC
O

S
: 

00
2

33
E

  |
  

T
E

Q
S

A
: 

P
R

V
12

0
76



What is Data-Centric AI?
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“ Data-centric AI (DCAI) is the discipline of systematically engineering the data used to 

build an AI system.”  – –Andrew Ng



Why Data-Centric AI matters
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When model design becomes mature, the significance of both the size and quality of the 

data increases.

❖ Core idea: Engineering data to enable great “availability and quality” for serving model-related ML tasks.

[1] Zha, Daochen, et al. Data-centric Artificial Intelligence: A Survey. arXiv, 2023.



Why Data-Centric AI matters
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Data-centric improves more than model-centric!

[1] A Chat with Andrew on MLOps: From Model-centric to Data-centric AI: https://www.youtube.com/watch?v=06-AZXmwHjo

An example:

Inspecting steel sheets for defects 



Graphs: A typical & vital instantiation in DCAI
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Example: Citation Network [1]

[1] Valtonen, Teemu, et al. "The nature and building blocks of educational technology research." Computers in Human Behavior 128 (2022): 107123.

Graphs have the ability of:

• Representing complex structural 

relationships among massive diverse 

entities in the real world

A Graph has nodes/vertices and edges:

• Nodes/vertices 

 → a paper in the citation network

• Edges 

 → connections between papers



Graphs in real-world applications
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Social Networks

Knowledge Graphs

Bibliography Networks

Chemical Compounds

Protein Interaction Networks

Traffic Networks



Graph Neural Networks (GNNs)

C
R

IC
O

S
: 

00
2

33
E

  |
  

T
E

Q
S

A
: 

P
R

V
12

0
76

Figure 1: GraphSage pioneered powerful aggregation techniques for message passing in GNNs.

Figure 2: Example dataflows in three types of GNNs.



Graph Neural Networks (GNNs)
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！！！Strong focus on model design



Look at a Bigger Picture…
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Graph data

Training

Training

Tunning 

Evaluation

GNN Model 

Design

Evaluation

Deployment

✕ 【Data-level】The important role 

of graph-structured data is 

overlooked (e.g., scale and types)

✕ 【Model-level】Human manually 

designed GNNs cannot well adapt 

specific graph data and tasks

✕ 【Deployment-level】Difficult to 

evaluate well-developed GNNs on 

real-world test graph data



Why Data-Centric Graph ML matters?
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13

⚝ Data-centric GML

method and improvements

Model-centric GML method

❖ Taking graph OOD detection as example:

Guo, Y., Yang, C., Chen, Y., Liu, J., Shi, C., & Du, J. (2023). A Data-centric Framework to Endow Graph Neural Networks with Out-Of-Distribution Detection Ability.



What We Need is…
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systematically consider the entire pipeline of building “production-ready GNN models” from 

industrial perspective in real-world application scenarios.

Full graph data-centric exploration

Automated GNN design

Production-ready GNNs

in service



Automated Graph MLOps
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Automated Graph MLOps--Data-Centric Focus

C
R

IC
O

S
: 

00
2

33
E

  |
  

T
E

Q
S

A
: 

P
R

V
12

0
76

Automated Graph Machine Learning Operations (MLOps) Workflow



Automated Graph MLOps--Data-Centric Focus
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Data-centric graph machine 

learning (DC-GML) aims to:

• Process, analyze, and understand

graph data in entire lifecycle

• Enhancing the quality

• Uncovering the insights

• Developing comprehensive 
representations

• Working collaboratively with graph 
ML models under graph MLOps

• Survey paper: Towards Data-centric Graph Machine Learning: Review and Outlook
• Github collection: https://github.com/Data-Centric-GraphML/awesome-papers

Data-centric Graph ML Review & Outlook

https://github.com/Data-Centric-GraphML/awesome-papers
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Graph Data Scale Issue
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In real-world application, 

a) Graph data scale can be very large;

b) Modelling large-scale graphs hinders GNN development with heavy costs.

!!! Model size << Graph data size



Graph Data Scale Issue
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Graph Convolutional Networks (GCN)

repeat

training & tuning.

Training optimal GNN models on large-scale graphs would:

a) Require repeat training & finetuning for optimality

b) Heavy costs on: graph data storage, computation, and memory



Solution: Graph Condensation 
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aim to reduce the size of a large-scale graph by synthesizing a small-scale condensed graph

→ → the small-scale condensed graph achieves comparable test performance as the large-scale 

graph when training the same GNN model.

Zheng, X., Zhang, M., Chen, C., Nguyen, Q. V. H., Zhu, X., & Pan, S. (2023). Structure-free Graph Condensation: From Large-scale Graphs to Condensed Graph-free Data. Advances in 

Neural Information Processing Systems (NeurIPS), 2023.



Benefits of Graph Condensation 
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Using condensed graph as substitution to facilitate GNN training:

• Alleviated graph data storage/computation/memory costs

❖ Practical applications of GC?

• Graph Neural Architecture Search (GraphNAS)

By searching on a small-scale condensed graph, accelerating new GNN architecture development in GraphNAS

 …

• Privacy Protection

• Adversarial Robustness

Zheng, X., Zhang, M., Chen, C., Nguyen, Q. V. H., Zhu, X., & Pan, S. (2023). Structure-free Graph Condensation: From Large-scale Graphs to Condensed Graph-free Data. Advances in 

Neural Information Processing Systems (NeurIPS), 2023.

Example: Graph NAS



The Proposed: Structure-free Graph Condensation 
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Zheng, X., Zhang, M., Chen, C., Nguyen, Q. V. H., Zhu, X., & Pan, S. (2023). Structure-free Graph Condensation: From Large-scale Graphs to Condensed Graph-free Data. Advances in 

Neural Information Processing Systems (NeurIPS), 2023.

➢ Our Solution:

✓ Structure-free paradigm

✓ Long-range parameter matching schema

• Only synthesizes a small scaled node set to train a GNN/MLP

• Implicitly encodes topology structure into node attributes

➢ Existing works :

➢ Our SFGC:



Framework: Structure-free Graph Condensation 
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Zheng, X., Zhang, M., Chen, C., Nguyen, Q. V. H., Zhu, X., & Pan, S. (2023). Structure-free Graph Condensation: From Large-scale Graphs to Condensed Graph-free Data. Advances in 

Neural Information Processing Systems (NeurIPS), 2023.

Input: large-scale T, GNN(T)

Output: small-scale condensed S

• S1: train expert GNN on large-scale T

• S2-3: long-term meta training 

trajectory matching with condensed S

• S4: update S

• S5: dynamically evaluates S with a 

GNTK-based score

Condensing large-scale graph into only node set without structures!

Figure 1. Overall pipeline of the proposed Structure-Free Graph Condensation (SFGC) framework



Results: Structure-free Graph Condensation 
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Zheng, X., Zhang, M., Chen, C., Nguyen, Q. V. H., Zhu, X., & Pan, S. (2023). Structure-free Graph Condensation: From Large-scale Graphs to Condensed Graph-free Data. Advances in 

Neural Information Processing Systems (NeurIPS), 2023.

• Generally, SFGC achieves the best performance on the node classification task with 13 of 15 cases (five datasets and three condensation ratios for each of 

them), illustrating the high quality and expressiveness of the condensed graph-free data synthesized by our SFGC



Contents

C
R

IC
O

S
: 

00
2

33
E

  |
  

T
E

Q
S

A
: 

P
R

V
12

0
76

▪ Introduction & Overview

• Automated Graph MLOps in Data-Centric AI

▪ Graph Data-Centric Exploitation

• Graph Scale

• Graph Type

▪ Graph Data-Centric Model Deployment

• GNN Model Evaluation

▪ Future Opportunities



Homophilic vs. Heterophilic Graphs 
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

Nodes with similar features or same class labels are linked together.

• E.g., in citation networks, a study usually cites reference papers from

the same research.

Linked nodes have dissimilar features and different class labels. 

• E.g., in online transaction networks, fraudsters are more likely to build 

connections with customers instead of other fraudsters.



Homophilic GNNs Unsuitable for Heterophily
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

Graph Convolutional Networks (GCN)

❖ Core idea of GNNs：Message Passing (MP) over neighbors

But on heterophilic graphs, neighbors might not in the same class！



Question
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

Is that possible to design

heterophily-friendly GNNs &

automatically &

driven by heterophilic graphs?



Solution: Graph Neural Architecture Search (NAS) 
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

❖ Human-designed—Non-automated:

✕ Too much human-effort cost

✕ Model performance heavily relies on expertise

❖ Graph Neural Architecture Search (NAS) – Automated:

✓ Relieving human efforts

✓ Powerful GNN models driven by data and tasks 

A promising solution…
Graph Neural Architecture Search (GNAS)

Search to Aggregate Neighborhood (SANE)



Despite promising performance,  the mainstream graph NAS is limited by

➢ Graph-structured data level: 

• Simple-relational graph-structure data 

• Homophily assumption of graphs

➢ NAS algorithm level:

• Coarse-grained GNN search space  

• Simple search strategy

Solution: Graph Neural Architecture Search (NAS) 
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

• Real-world graphs are complex and diverse

• Heterophily?

• Simple ensemble learning of existing GNNs

• Require specific search strategy



Our Proposed: Auto-HeG
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

• Automatically customize GNNs for heterophilic graphs

• Comprehensive GNN architecture components friendly to heterophily →“Heterophilic Search Space”

• Efficiently & Effectively derive data-drive and graph-specific GNNs → “Heterophilic Search Strategy”

Auto-HeG has the capability to:

--- your good choice to automatically construct heterophily-aware GNNs!

By fully exploring Graph Neural Architecture Search (GraphNAS) for heterophilic graphs: 



In-depth Look at Auto-HeG
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

• Heterophilic Search Space • Heterophilic Search Strategy

(1) Progressive Heterophilic Supernet Training

(2) Heterophily Guided Architecture Selection



Auto-HeG Designed Heterophilic GNNs
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.



Experiments of Auto-HeG
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

--High-heterophily Graphs



Experiments of Auto-HeG
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Zheng, Xin, et al. "Auto-HeG: Automated graph neural network on heterophilic graphs." Proceedings of the ACM Web Conference 2023. 2023.

-- Low-heterophily Graphs

❖ Both high-heterophily and low-heterophily graphs’ node classification results show the superior of 

the proposed Auto-HeG to existing human designed GNNs & automated GNNs
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Conventional Model Evaluation 
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Understanding and evaluating GNN models’ performance is a vital step for GNN model deployment 

and serving.

In conventional model evaluation of GNNs, we have:

1) Seen test graph 𝑮𝐭𝐞 in the same distribution as the train graph 𝑮𝐭𝐫

2) Known test graph labels for computing performance metric, e.g., Accuracy (ACC)

For instance, 

in financial transaction networks:

• GNN model designers: expect their 

developed GNNs to excel in identifying 

newly emerging suspicious transactions

• Users: ensure how they could trust well-

trained GNNs to know suspicious 

transactions within their own data

Zheng, X., Zhang, M., Chen, C., Molaei, S., Zhou, C., & Pan, S. (2023). GNNEvaluator: Evaluating GNN Performance On Unseen Graphs Without Labels. Advances in Neural 

Information Processing Systems (NeurIPS), 2023.



Real-world Model Evaluation 
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Zheng, X., Zhang, M., Chen, C., Molaei, S., Zhou, C., & Pan, S. (2023). GNNEvaluator: Evaluating GNN Performance On Unseen Graphs Without Labels. Advances in Neural 

Information Processing Systems (NeurIPS), 2023.

39

In real-world model evaluation of GNNs, we:

☓ CAN NOT access the ground-truth labels of the test graph 𝑮𝐭𝐞

☓ CAN NOT compute performance metric, e.g., Accuracy (ACC)

☓ DO NOT know whether potential distribution shifts from the train graph 𝑮𝐭𝐫



Test-Time GNN Model Evaluation 
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Zheng, X., Zhang, M., Chen, C., Molaei, S., Zhou, C., & Pan, S. (2023). GNNEvaluator: Evaluating GNN Performance On Unseen Graphs Without Labels. Advances in Neural 

Information Processing Systems (NeurIPS), 2023.

40

Given above scenarios, a natural question, i.e., “GNN model evaluation problem” arises: 

In the absence of labels in an unseen test graph, can we estimate the performance of a well-

trained GNN model?



Definition of GNN Model Evaluation
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Zheng, X., Zhang, M., Chen, C., Molaei, S., Zhou, C., & Pan, S. (2023). GNNEvaluator: Evaluating GNN Performance On Unseen Graphs Without Labels. Advances in Neural 

Information Processing Systems (NeurIPS), 2023.

41

To solve above problems, 

We propose a two-stage GNN model evaluation framework with a “GNNEvaluator”

Note that our principal goal is to estimate well-trained GNN models’ performance, rather than improve the generalization 

ability of new GNN models. In the whole evaluation process, the in-service GNN model is fixed



Our Proposed GNNEvaluator
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Zheng, X., Zhang, M., Chen, C., Molaei, S., Zhou, C., & Pan, S. (2023). GNNEvaluator: Evaluating GNN Performance On Unseen Graphs Without Labels. Advances in Neural 

Information Processing Systems (NeurIPS), 2023.

42

• Stage-1: DiscGraph set construction

incorporating training-test graph discrepancies into DiscGraph node attributes 𝐗disc
𝑖 , structures 𝐀disc

𝑖 , and accuracy 

labels 𝑦disc
𝑖

• Stage-2: GNNEvaluator training and inference

GNNEvaluator, train on DiscGraphs and output estimated ACC on the real-world test graph 𝒯

Figure.1 Overall two-stage framework of the proposed GNN model evaluation with GNNEvaluator



Experiments of GNNEvaluator
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Zheng, X., Zhang, M., Chen, C., Molaei, S., Zhou, C., & Pan, S. (2023). GNNEvaluator: Evaluating GNN Performance On Unseen Graphs Without Labels. Advances in Neural 

Information Processing Systems (NeurIPS), 2023.

43

The performance of our proposed GNNEvaluator in evaluating well-trained GNNs’ node classification accuracy under all test evaluation 

cases and models

❖ Experiments on 3 real-world graph 

datasets in 6 cases potential domain 

shift, each evaluating 5 models:

❖ Consistent outstanding performance over all 

GNN models and cases!
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Futures of Automated Graph MLOps
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A. 【Graph Data Level】In-depth exploration, understanding, and management of various graph 

data types and characteristics

B. 【GNN Model Level】Automated and explainable GNN models with robustness, fairness

D. 【GNN Application Level】Continuous evaluation, integration, deployment, and monitor of 

GNN models

C. 【Data + Model Level】Good generalization and transfer learning abilities of both graph data 

and models



Futures of Automated Graph MLOps
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A. 【Graph Data Level】In-depth exploration, understanding, and management of various graph 

data types and characteristics

Example: Dynamic Graph 



Futures of Automated Graph MLOps
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B. 【GNN Model Level】Automated and explainable GNN models with robustness, fairness

Zheng, X., Zhang, M., Chen, C., Li, C., Zhou, C., & Pan, S. (2022, November). Multi-relational graph neural architecture search with fine-grained message passing. ICDM’2022

【ICDM’2022】 “Multi-Relational Graph Neural Architecture Search (MR-GNAS)”



Futures of Automated Graph MLOps
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C. 【Data + Model Level】Good generalization and transfer learning abilities of both graph data and models

Wu, M., Zheng, X., Zhang, Q., Shen, X., Luo, X., Zhu, X., & Pan, S. (2024). Graph Learning under Distribution Shifts: A Comprehensive Survey on Domain Adaptation, Out-of-

distribution, and Continual Learning. arXiv preprint arXiv:2402.16374.



Futures of Automated Graph MLOps
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D. 【GNN Application Level】Continuous evaluation, integration, deployment, and monitor of 

GNN models

Zheng, X., Song, D., Wen, Q., Du, B., & Pan, S (2024). Online GNN Evaluation Under Test-time Graph Distribution Shifts. In The Twelfth International Conference on Learning 

Representations, (ICLR).
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Thanks!

Automated Graph Machine Learning Operations (MLOps) Workflow: 

A Data-Centric Perspective

Dr. Xin Zheng

Griffith University
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